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Abstract We prove that the product p (x) V>™8 (x) of a homogeneous polynomial of degree j in
n variables, p, and the iterated Laplacian of the Dirac delta function is of the form p (V)¢ (V)6 (x)
for some polynomial q if and only if p (x) = |x|* px (x) for some harmonic homogeneous polynomial
of some degree k, j = 2l + k.

We also show that the product p (x) V*™§ (x), where p is homogeneous of degree j, vanishes for all
m > j if and only if p is a harmonic polynomial.
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1 Introduction and Notation

The aim of this short article is to consider several questions associated to the structure of the product of a
polynomial and a distribution concentrated at the origin. Products of this kind are found very frequently
in many areas, such as the distributional solution of differential equations [11], [15], [16], and in many of
the applications of distribution theory, particularly in Mathematical Physics® [2], [3], [10], [12], [13], [17],
[18]. For example, the known formulas for the derivatives of power potentials [5], [6] often need to be
multiplied by polynomials in the computations performed in the Physics literature [10], [14].

If one considers the product

p(x) V™6 (x) , (1.1)

where p is a polynomial in n variables, it is sometimes true that (1.1) equals p (V) ¢ (V) d (x) for some
polynomial ¢, where V = (9/dxz;);._, is the gradient. Consider for instance the formulas

V26 (x) = —2mV,; V2725 (x) | (1.2)
(z7 — x?) V2§ (x) = 2m (2m — 2) (V7 — Vf) V2§ (x) (1.3)
or
22V (x) = —2m (2m — 2) (2m — 2 4+ n) V, V2" 745 (x) . (1.4)
where, as usual, we denote » = |x|. We see that in each case the right hand side is of the form

p(V)q(V)d(x) for some polynomial q. However, this is not always the case, as the example
22V (x) = 2mVAm 725 (x) 4 2m (2m — 2) VIVP 45 (x) (1.5)

shows. We give the answer to the question of when this happens in the Proposition 3.4. Several interesting
formulas and facts involving the products of polynomials and distributions concentrated at a point are
also given in our analysis.

Let us now say a couple of things about the terminology employed. We shall use the notation

o= 27 1.6
- I'(n)2)’ (16)

! Unfortunately this is an area where the handling of distributional expressions is required, but many times leaves

a lot to be desired. One of our aims is to show how these computations can be done in a solid mathematical
way.

Copyright © 2018 Isaac Scientific Publishing AAN



24 Advances in Analysis, Vol. 3, No. 1, January 2018

for the surface area of the unit sphere S of R™. We shall employ the basic results for distributions found in
the standard texts [7], [11], [15], [16]. Notice that distributional derivatives are denoted with an overbar?,
namely, 9/0x;, V, or A.

The space of homogeneous polynomials of degree k in n variables will be denoted as Py. Its subspace
H}, is formed by the harmonic homogeneous polynomials of degree k. See [1], [19] for the properties of Hy.
We shall employ the following natural inner product defined in the space P of homogeneous polynomials
of degree k in n variables,

{pa Q} = Z alagby , (17)

lel=k

if p (%) = X 1=k %ax® and ¢ (x) = 3, bax®. Notice that {p, ¢} actually equals the following constant
function,

pat=p(V)q(x). (1.8)

2 Basic Formulas

The formula for the product of a smooth function p and a derivative of the Dirac delta function in one
variable is very simple, namely [16]

25 () — S (™ (10 (0) 5 () .
P (2)8™ (2) ;(j)u)p ()57 (2) 1)
One can prove such identities by evaluation at a test function:
(p@)0™ @),0()) = (47 ) p @) 6@)) = ()" T @ o]
_ oSt (M), 0 =) () = { S~ (™) (1) pO) (M=) () b (
1) g(])p (0) 6™ (0) <g(])< 1 ) (0) 6 <>,¢><>>,

for ¢ € D(R), but once basic identities are established there is no need to evaluate at test functions
anymore, since other identities can be obtained by manipulation of the basic ones.
Formula (2.1) yields, in particular, the well known relations

0, k>n,

60 () = { e (~1F60R (@) k< -

In several variables there is a simple generalization of (2.2), which we may write as

0 a; > B, for some 14
«a ﬂ _ 9 K3 (2%} i
Vb= { s (C)1 Vs (x) i < By, forall i, (2:3)
for a, B € N, since x*V# = x?1V?1 - 20n VP We can actually rephrase this formula as follows.
Proposition 2.1 Let p and g be two polynomials in n variables. Then
p(x)q(V)d(x)=q(V)d(x), (2.4)
where
q(x)=p(-V)q(x) . (2.5)

2 The overbar notation was first introduced by the late Professor Farassat [8].
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Proof. Indeed, (2.3) says that (2.4) holds when p (x) = x® and ¢ (x) = x”. The result is thus obtained
because all polynomials are linear combinations of monomials.

Notice that when p is homogeneous of degree k, p € Py, then §(x) = (—1)" p (V) ¢ (x).
Let us consider several illustrations of (2.4). We have,

2,V (x) = —2mV,; V2" %5 (x) , (2.6)
22,V (x) = 2m (2m — 2) V,V; V245 (%), i# 7], (2.7)
IV (x) = 2mV2" 26 (x) + 2m (2m — 2) VIV TS (%) (2.8)
and
r2V2M6 (x) = 2m (2m — 2 4 n) VP25 (x) | (2.9)

Notice that for p equal to z;, z;x;, i # j, or for r?, for m > 2, we have that ¢ (x) = p (—V) r?™ is actually
a multiple of p (x), but for 22 this is not the case. Similarly,

z;r?V§ (x) = —2m (2m — 2) (2m — 2+ n) V; V"5 (x) | (2.10)
so that g (x) is a multiple of p (x) = x;r?, for m > 4, while g (x) is not a multiple of p (x) = z} since

3V (x) = —6m (2m — 2) V1 V2745 (x) — 2m (2m — 2) VEV?™ =65 (x) . (2.11)

We shall explain this situation in the next section.

3 Special Products

We now compute several special products of polynomials and derivatives of the delta function in R™,
namely, products of the type p (x) V274 (x) . Let us start with the case when p (x) = |x|21 .

Proposition 3.1 Ifl > m then r?'V?™§ (x) = 0, while if | < m,

22T (m +n/2)

r2lv2m5 (X) = (m — l)!F (m — 1+ n/?)

vim=2s (x) . (3.1)

Proof. Indeed, the Proposition 2.1 gives r2'V?™§ (x) = ¢ (V) d (x), where q is given by g (x) = V227,
which is 0 if [ > m and gives (3.1) if I < m, since

VA2 — (2m)---(2m — 20 +2) 2m4+n —2)--- (2m — 2] +n) "2 (3.2)

as follows by iteration of V272™ = 2m (2m — 2 + n) r?m=2,
Next we would like to consider the product p(x)V?™4 (x) when p is a harmonic homogeneous
polynomial of degree k. We need several preliminary results. First, we recall the following formula [4,

Eqn. (3.8)]: if p € Hy, and ¢ € Prtom then

WTL m —
(o790 ()} = 4 [ () () do (). (33)
where Wy, 0,0 = 1 while if £ +m > 0,
Whkm =2"mIn(n+2) - (n+2k+2m—2) . (3.4)

We can now give a proof of the ensuing identity.

Proposition 3.2 Let p € Hy. If m < k then p (V) r?™ = 0, while if m > k,

Wn,k:,m—kp (V) r2m = Wn70,mr27n_2kp (X) . (35)
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Proof. Notice that p (V) 2™ is a homogeneous polynomial of degree 2m — k. If ¢ € Py,,,_1 is an arbitrary

homogeneous polynomial of degree 2m — k we have?
Wn m —
{p(V)r*™ q(x)} = {r*"px)q(x)} = CO /SP(W)Q(W) do (w) . (3.6)
This, we notice, vanishes if m < k. On the other hand, if m > k,
2m—2k Wn,k,m—k _
(272 (0.0 ()} = 2 [ )7 0) do ). (3.7

Therefore Wi, om—k {p (V) 7?™, q} = Wy 0,m {r*™ " p,q} for all ¢ € Pay,—y, so that (3.5) follows.

If we now combine the previous proposition and the Proposition 2.1, we obtain the next identity?.
Proposition 3.3 Let p € Hy. If m < k then p(x) V?™6 (x) = 0, while if m > k then

(=1)" 28m!
(m —k)!

Proof. Indeed, p (x) V2™§ (x) = ¢ (V) & (x), where ¢ is given by ¢ (x) = (—1)¥ p (V) #2™, which vanishes
if m < k and which (3.5) gives as

P (x) V"4 (x) = p(V) V2725 (x) . (3-8)

Wn,(),m

mp (x) r?m=2k, (3.9)

~ k
q(x)=(=1)
if m > k; formula (3.8) follows since Wi, 0.m/Wh km—k = 2Fm!/ (m — k).
We may combine formulas (3.1) and (3.8) to obtain the identity®

(=1)" 224k I T (m + 1 /2)
(m—1—=FKI(m—-1+n/2)

pr (x) P2IV2M6 (%) = pr (V) V22226 (x| (3.10)
for py € Hi, m > k + 1. Notice that this shows that if p = pir? then ¢ = pr2™=4-2F is a multiple of p
for m large enough.

It is now possible to give a formula for the product p(x) V24 (x) for an arbitrary homogeneous
polynomial of degree k, p € Px. Indeed [1], [9] any p € Py admits a unique decomposition of the type

[k2]
p= > mp s, (3.11)
=0

for some harmonic homogeneous polynomials py_2; € Hi—2;. We thus obtain
[k/2]

. Doz ( )v2m+2j—2k5(x)
p(x) V"6 (x) = mlI" (m +n/2) ( (m+j—kI (m—j+n/2)

(3.12)

for m > k —[ k/2] Therefore, we obtain the ensuing result.

Proposition 3.4 Ifp € Py, p(x) V?™§ (x) = ¢ (V)0 (x), and § is a polynomial multiple of p for m > mo,
then 4

p=r"pr o, (3.13)
for some j € N and some pr_2; € Hi—2;.
3 Since [1], [9] {Vip, ¢} = {p, ziq} .
4 Another proof can be given by taking Fourier transforms in (3.5). Actually alternative derivations of our

formulas can be obtained by using Fourier transforms and the Funk-Hecke formula [19, (A.7.3)].
5 The product vanishes if m < k + I.
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4 A Characterization of Harmonic Polynomials

The product of a homogeneous polynomial of degree k, p (x), and a distribution concentrated at a point,
q (V)0 (x), where g has degree m, vanishes if k¥ > m. However, unlike the one dimensional case, in several
variables the product could vanish when k& < m, even if the degree of p is much smaller than that of q.
Consider for example the product r%q (V)6 (x), that vanishes if ¢ € H,,, no matter how large m is. A
particularly interesting case is the product p (x) V2™6 (x) when p € H,, that vanishes whenever m < k;

actually this fact characterizes the harmonic polynomials among the homogeneous polynomials of degree
k.

Proposition 4.1 Let p € Py,. Then p € Hy, if and only if
p(x) V¥§ (x) =0, m<k. (4.1)

Proof. Indeed, suppose p € Py \ Hi. Then when we decompose p as in (3.11), there must be at least one
j > 0 such that py_2; # 0. Formula (3.12) then shows that p (x) VZ*=2/§ (x) # 0.
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